Effectiveness

and Auditability T —

Feature Extraction Centextual Integration

of Latent
@
Agentic = R\
. WO\ \o7
Reasoning VAL s
A Framework for Probing, ’””gﬁ gﬁ;ﬁ 0 rwene L

Training, and Benchmarking JiteN\ |
Internal States in 2026 \;;/E§3 Coherence (0.98)

Based on research by Automated Research Pipeline (2028).



Executive Summary: The ‘Glass Box' is Achievable

We address the open problem
of auditing latent-space
planning in LLM-based agents.

We demonstrate that auditability 0_999 Layer‘ 7 a =~ 0 _3

is possible without destroying
task performance. This
framework provides the first
practical toolset for auditing
deployed agentic systems.

Faithfulness Score Peak Planning Optimal Weight

Probes detect causally Location where High auditability,
relevant signals. planning info peaks. low cost.



The Shift to Latent Agentic Reasoning

The Evolution The Consequence

Standard LLM Benefit: Improved efficiency and

| | | Thken 1 | | scalability.
nput Generation I e

Risk: The ‘Black Box' problem is

Agentic System (2026) arnplified. Reasoning happens in
it = e = it = Ve = e L hidden states. If we cannot see the
Latent Space plan, we cannot trust the action
action.

Input




The Tripartite Solution Framework

l. Probing (The Flashlight)

Recovering planning
structures from hidden
states.

Il. Objectives (The Training)

Composite loss functions
that penalize opacity.

lll. Benchmarks (The Ruler)

Standardized suite:
Accuracy, Faithfulness,
Consistency, Coverage.

Methodology: Hypothesis - Experimentation = Verification



Pillar I: Interpretability Probing

Extracting the signal from the noise.

Linear Probes (Ridge Regression)

~hael Jsed for Goal Detection. /
Definition: We deploy High interpretability.

classifiers on hidden state _ow computational cost.
trajectories to 'read' the
model’s intent before it
acts.

Nonlinear Probes (2-Layer MLP)

Used for Decision Quality. /
Captures complex, non-linear

dependencies in the latent space.

Metric: Selectivity = Ratio of probe accuracy to random-label control baseline.



The Anatomy of Thought: Layer-Wise Analysis

Probe Accuracy (R?)
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Layer-wise Interpretability Probe Accuracy
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—8— Collaboration

Layer 7: Peak Planning
(R? = 0.90)

Decision Quality:
Monotonlc Increase

Layer 9: Peak
Goal Detection

Transformer Layer




Auditing Collaboration in
Multi-Agent Settings

Context:

Agents in teams require monitoring
for alignment and effective

Agent A Agent B

Internal State Internal State

collaboration. Pairwise State
Distance

Methodology: | | | | | | | { | | [ ||| [l ¢ | Lt LA Ty """ FTa T

Measuring pairwise state distances

between agents' internal

representations.

Result: @ Task Success Predicted

Success Prediction R? = 0.575.



Pillar lI: Auditability-Aware Objectives

Ltotal . (1 i a) . Ltask + a- (1 e appobe ) f)

e Daas

Standard Performance Loss Probe Accuracy
(Doing the job) (Visibility)
Auditability Weight Faithfulness
(The Control Knob) (Causal Relevance)

We optimize for a balance where the agent performs
well AND remains visible to probes.



The Effectiveness—Auditability Trade-off
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Effectiveness—Auditability Pareto Frontier
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Sweet Spot: a = 0.3.
High auditability gains
with minimal
effectiveness cost.



Pillar lll: Benchmarking Trust

1. Accuracy

©

Can we detect the
variable? (Goal:
0.596 / Plan: 0.296)

2. Faithfulness

>

Is the representation
causally relevant?
(Tested via interventions)

3. Consistency

QU

Is the representation
stable under
perturbations?

4. Coverage

%

What fraction of

reasoning steps are
auditable?



Benchmark Results

Metric Value | Interpretation
: Signals are causally valid | Implication: While we

Faithfulness 0.999 (High Reliability) can trust the signals
we find

Consistency 0.999 | Signals are stable (Faithfulness > 0.99),
specific planning

Coverage 0.916 | Most steps are auditable details remain harder
to isolate than high-

Goal Selectivity 1.04x | High visibility level goals.

Plan Selectivity 0.97x Lower visibility

(Harder to detect)




Conclusion: From Black Box to Glass Box

[] Recoverable Signals: Latent agentic
reasoning encodes interpretable
planning signals, peaking at Layer 7.

[] Causal Validity: Signals are not just
correlations; they are faithful drivers of
agent behavior (0.999 score).

[0 Deployable Balance: Using Composite
Objectives (a = 0.3), we can train agents
that remain effective while exposing
internal states.
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The Future of Auditable Agents

As agents enter high-stakes domains,
“Black Box” performance 1s no longer
sufficient. Deployment requires verification.

The New Standard The New Standard

[ 1. Probe ] F----- [ 2. Train ] F----»[ 3. Benchmark ]

Effectiveness and Auditability of Latent Agentic Reasoning (2026).



