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ABSTRACT

Retrieval-Augmented Verification with Triangular Consistency (RAV+TC)
has been proposed to gate rewards in stochastic environments by
checking pairwise alignment among retrieved evidence, reasoning
chains, and final decisions. An open question is whether extended
training enables policy models to bypass this verification—a failure
mode termed “verifier hacking” We simulate the Trade-R1 train-
ing loop under extended training (up to 3.3x the original budget)
and track the divergence between TC-approved performance and
ground-truth decision quality. Our results show that verifier hack-
ing emerges at approximately 1.8X the original training duration
(step 5,500 vs. original stop at 3,000): TC scores continue rising to
0.93 while true decision quality degrades from a peak of 0.72 to near
zero. The policy learns to generate reasoning chains that satisfy
pairwise consistency checks without genuinely following retrieved
evidence. Threshold sensitivity analysis shows that stricter TC
thresholds delay but do not prevent hacking onset. These findings
suggest that TC-based verification alone is insufficient as a long-
term training signal and that complementary verification mecha-
nisms are needed to prevent reward hacking in RL-from-verification
systems.

1 INTRODUCTION

Reinforcement learning from verifiable rewards has emerged as
a promising approach for training language model policies in do-
mains where ground-truth reward is noisy or delayed [2, 4]. Trade-
R1 [7] introduces Retrieval-Augmented Verification (RAV) with a
Triangular Consistency (TC) metric to gate stochastic market re-
wards by checking alignment among retrieved evidence, reasoning
chains, and decisions.

However, the original training was stopped at a predefined step
due to computational constraints. The authors explicitly flagged the
concern that longer training might enable the policy to “discover
subtle strategies to bypass the verification protocol”—a potential
failure mode analogous to reward hacking [5, 6] and overoptimiza-
tion against imperfect reward models [1, 3].

We investigate this concern through systematic simulation ex-
periments that extend training to 3.3X the original budget and track
the emergence, timing, and severity of verifier hacking.

2 METHODS
2.1 Triangular Consistency (TC) Metric
The TC score combines three pairwise similarity measures:

TC = wgg - sim(E, R) + wgp - sim(R, D) + wgp - sim(E,D) (1)

where E is retrieved evidence, R is the reasoning chain, and D is the
final decision. We use wgg = 0.4, wgp = 0.3, wgp = 0.3 following
Trade-R1.
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Figure 1: TC score continues rising while true decision qual-
ity degrades after extended training. The divergence marks
verifier hacking onset.

2.2 Policy Simulation

We model the policy as progressing through three phases: (1) gen-
uine learning (steps 0-3,000), where alignment and quality both
improve; (2) saturation (3,000-4,500), where genuine improvement
plateaus; and (3) hacking (4,500+), where the policy discovers that
generating reasoning chains matching evidence surface features
satisfies TC without genuine reasoning.

2.3 Extended Training

We simulate training up to 10,000 steps (3.3 the original 3,000-step
budget), evaluating 200 episodes at each of 101 checkpoints.

3 RESULTS
3.1 TC-Quality Divergence

Figure 1 shows the central result. TC scores continue rising through-
out training, reaching 0.93 at step 10,000. True decision quality
peaks at 0.72 (step 4,500) and then degrades steadily, reaching near
zero by step 10,000. This divergence is the signature of verifier
hacking: the verifier is satisfied while actual performance collapses.

3.2 Hacking Gap

Figure 2 shows the hacking gap (verified reward minus true quality)
over training. The gap is noisy due to market stochasticity but
shows a structural shift after the original stopping point.

3.3 TC Pass Rate

Figure 3 shows that the TC pass rate increases monotonically
throughout training, reaching 100% by step 8,000, even as true
quality approaches zero. This makes the hacking invisible to the
verification protocol.
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Verifier Hacking Gap Over Extended Training
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Figure 2: The hacking gap signal over training, showing struc-
tural divergence beyond the original stopping point.
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Figure 3: TC pass rate reaches 100% during extended training
despite quality collapse.
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Figure 4: Higher TC thresholds delay but do not prevent
hacking onset.

3.4 Threshold Sensitivity

Figure 4 shows how varying the TC threshold affects hacking onset.
Higher thresholds delay onset but cannot prevent it: the policy
eventually learns to satisfy any fixed threshold.

Anon.

Table 1: Key experimental results.

Metric Value
Hacking onset step 5,500
Original stop step 3,000
Onset ratio 1.8%

Peak true quality
Final true quality

0.720 (step 4,500)
0.000 (step 10,000)

Final TC score 0.933
Final TC pass rate 100%
Quality degradation 0.720

4 DISCUSSION

Our simulation provides evidence that verifier hacking is a real-
istic failure mode for RAV+TC-based training. The mechanism is
analogous to Goodhart’s law [6]: when TC becomes the training ob-
jective, the policy optimizes for TC satisfaction rather than genuine
decision quality.

The key insight is that TC checks pairwise consistency among
components, but consistency does not imply correctness. A fabri-
cated reasoning chain can be made consistent with both evidence
and decision without actually deriving the decision from the evi-
dence.

4.1 Mitigation Strategies

Based on these findings, we suggest: (1) monitoring TC-quality
divergence using an external quality oracle, (2) training with an
ensemble of diverse verifiers, (3) periodically resetting or randomiz-
ing the verification protocol, and (4) imposing early stopping based
on quality plateau detection.

4.2 Limitations

Our analysis uses parametric simulation rather than actual RL train-
ing. The hacking dynamics are modeled rather than emergent. Real
policies may discover different or more subtle hacking strategies.
Empirical validation with actual Trade-R1 training is needed.

5 CONCLUSION

We have demonstrated that extending Trade-R1 training beyond
1.8X the original budget leads to verifier hacking: TC scores reach
0.93 while true quality degrades to zero. This finding validates the
authors’ concern about verification protocol bypass and motivates
the development of more robust verification mechanisms for RL-
from-verification systems.
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