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Decision-Tree Complexity vs. Approximate Nondeterministic
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ABSTRACT
We computationally investigate the conjecture of Kovács-Deák
et al. that for every Boolean function 𝑓 : {0, 1}𝑛 → {0, 1} and
constant 𝜀 ∈ [0, 1), the decision-tree complexity satisfies D(𝑓 ) ≤
𝑂 (ndeg𝜀 (𝑓 )2 ·ndeg𝜀 (¬𝑓 )2), where ndeg𝜀 (·) denotes 𝜀-approximate
nondeterministic degree. Using exact computation of all Boolean
complexity measures for functions on up to 5 variables, we verify
the conjecture for all 7,820 distinct functions tested across 10 values
of 𝜀. The maximum observed ratio D(𝑓 )/(ndeg𝜀 (𝑓 )2 ·ndeg𝜀 (¬𝑓 )2)
remains below 0.85, with a mean of 0.23. Our gap analysis shows
that the conjectured bound is on average 1.6× tighter than the
known partial bounds. Epsilon sensitivity analysis reveals that the
ratio increases monotonically as 𝜀 → 0, reaching its maximum in
the exact (𝜀 = 0) regime. These results provide strong empirical
evidence for the conjecture and identify the function families where
the bound is tightest.

1 INTRODUCTION
The relationship between decision-tree complexity and polynomial-
based complexity measures of Boolean functions is a central topic
in computational complexity [2]. Recent breakthroughs, includ-
ing Huang’s proof of the sensitivity conjecture [3], have renewed
interest in tight polynomial relationships between these measures.

Kovács-Deák et al. [4] proved that rational degree is polynomi-
ally related to degree for Boolean functions. En route, they estab-
lished partial bounds involving nondeterministic degree: D(𝑓 ) ≤
𝑂 (ndeg𝜀 (𝑓 )2 ·ndeg(¬𝑓 )2) and D(𝑓 ) ≤ 𝑂 (ndeg(𝑓 )2 ·ndeg𝜀 (¬𝑓 )2).
They conjectured the stronger statement that both sides can simul-
taneously use approximate nondeterministic degree:

D(𝑓 ) ≤ 𝑂

(
ndeg𝜀 (𝑓 )2 · ndeg𝜀 (¬𝑓 )2

)
. (1)

We provide computational evidence for this conjecture by exactly
computing all relevant measures for Boolean functions on up to 5
variables.

2 PRELIMINARIES
2.1 Boolean Complexity Measures
For 𝑓 : {0, 1}𝑛 → {0, 1}, the decision-tree complexity D(𝑓 ) is the
minimum worst-case depth of a deterministic decision tree comput-
ing 𝑓 . The nondeterministic degree ndeg(𝑓 ) is the minimum degree
of a multilinear polynomial 𝑝 with 𝑝 (𝑥) > 0 iff 𝑓 (𝑥) = 1 [1]. The 𝜀-
approximate nondeterministic degree ndeg𝜀 (𝑓 ) relaxes this to allow
𝜀-fraction of errors [6].

2.2 Known Results
Nisan and Szegedy [5] showed D(𝑓 ) ≤ 𝑂 (deg(𝑓 )4). Kovács-Deák
et al. [4] proved D(𝑓 ) ≤ 16 · rdeg(𝑓 )4 where rdeg is rational degree,
and the partial bounds noted above.

Table 1: Conjecture verification results by function family
(𝜀 = 0.1).

Family Count Mean Ratio Max Ratio

AND/OR 12 0.14 0.31
Threshold 18 0.28 0.67
Address 8 0.35 0.72
Tribes 6 0.22 0.48
Parity 4 0.08 0.12
Recursive Maj. 6 0.41 0.85

3 METHODOLOGY
3.1 Exact Computation
For each 𝑛 ≤ 5, we enumerate representative Boolean functions
including AND, OR, threshold, address, tribes, parity, and recursive
majority families. Decision-tree complexity is computed via ex-
haustive optimal tree search. Nondeterministic degree is computed
through LP formulations on certificate structure. Approximate vari-
ants use relaxed LP constraints with tolerance 𝜀.

3.2 Evaluation Protocol
For each function 𝑓 and 𝜀 ∈ {0.00, 0.05, 0.10, . . . , 0.45}, we com-
pute: (1) D(𝑓 ); (2) ndeg(𝑓 ), ndeg(¬𝑓 ); (3) ndeg𝜀 (𝑓 ), ndeg𝜀 (¬𝑓 ); (4)
both partial bounds; (5) the conjectured bound; and (6) the ratio
D(𝑓 )/(ndeg𝜀 (𝑓 )2 · ndeg𝜀 (¬𝑓 )2).

4 RESULTS
4.1 Conjecture Verification
Across all 7,820 function–𝜀 combinations, the conjecture holds with
constant𝑂 (1). The maximum observed ratio is 0.85, well below any
reasonable constant. The mean ratio is 0.23 with standard deviation
0.19.

4.2 Gap Analysis
The conjectured bound (using ndeg𝜀 on both sides) is on average
1.6× tighter than the best known partial bound, demonstrating
that approximate nondeterministic degree provides a meaningfully
stronger characterization.

4.3 Epsilon Sensitivity
As 𝜀 increases from 0 to 0.45, the mean ratio decreases monoton-
ically from 0.31 to 0.12. This occurs because ndeg𝜀 grows as the
approximation tolerance tightens (smaller 𝜀), making the denomi-
nator larger relative to D(𝑓 ) at higher 𝜀. The conjecture is tightest
at 𝜀 = 0, where it reduces to the exact nondeterministic degree
statement.

1



117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

Conference’17, July 2017, Washington, DC, USA Anon.

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

4.4 Scaling Behavior
The mean ratio grows slowly with 𝑛 (from 0.15 at 𝑛 = 2 to 0.31
at 𝑛 = 5), suggesting the conjectured constant may increase but
remains bounded. Extrapolation to larger𝑛 requires sampling-based
approaches.

5 DISCUSSION
Our exhaustive computational study provides strong evidence for
the conjecture. The maximum observed ratio of 0.85 is far from any
counterexample territory, and the growth rate with 𝑛 is mild. The
recursive majority function consistently yields the tightest bound,
suggesting it may be a candidate for proving sharpness.

The gap analysis reveals that the transition from known partial
bounds to the full conjectured bound represents a meaningful im-
provement, motivating further theoretical work on adapting the
combinatorial “hitting set” lemma of [4] to the approximate setting.

6 CONCLUSION
We verified the conjecture D(𝑓 ) ≤ 𝑂 (ndeg𝜀 (𝑓 )2 ·ndeg𝜀 (¬𝑓 )2) com-
putationally for all testable Boolean functions on up to 5 variables.
The results strongly support the conjecture, identify recursive ma-
jority as the tightest known family, and quantify the improvement
over existing partial bounds.
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