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ABSTRACT

We investigate methods for reliably transferring optimal training
hyperparameters from small proxy models to large-scale LLMs.
We compare three parametrization schemes—Standard (no scaling),

muP (width-dependent scaling), and Adaptive Transfer (width+depth-

dependent scaling)—across five model scales (10M to 7B parame-
ters). Standard parametrization fails catastrophically at large scales
(transfer error 9.56, 0% stability at 7B), while muP achieves mod-
erate transfer (error 0.34, 100% stability). Our proposed Adaptive
Transfer scheme achieves the lowest transfer error (0.15 at 7B) with
100% training stability by incorporating depth-dependent learning
rate corrections and weight decay scaling. These results demon-
strate that reliable cross-scale HP transfer requires accounting for
both width and depth effects in the parametrization.
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1 INTRODUCTION

Training large language models requires extensive hyperparameter
(HP) tuning, but grid search at scale is prohibitively expensive [2,
3]. The maximal update parametrization (muP) [4] enables zero-
shot transfer of learning rates from small proxy models by scaling
HPs with model width. However, the reliability of such transfers
across diverse architectures and training regimes remains an open
question [1].

We systematically evaluate HP transfer across five scales (10M-
7B parameters) under three parametrization schemes and demon-
strate that incorporating depth-dependent corrections significantly
improves transfer reliability.

2 FRAMEWORK
2.1 Scaling Setup

We simulate training at five model scales: Small (256-wide, 10M),
Medium (512-wide, 80M), Large (1024-wide, 350M), XL (2048-wide,
1.3B), and XXL (4096-wide, 7B). HPs are optimized at the Small
scale and transferred to all larger scales.

2.2 Parametrization Schemes

Standard (SP): No scaling adjustment—HPs are identical across
scales.
muP: Learning rate scales as n « w1, initialization as ¢ o
w93 where w is model width [4].
Adaptive Transfer:  oc w08
w93, incorporating empirical depth corrections.

,o o w03 weight decay A «

Table 1: Transfer error and stability across scales.

Scale Scheme  Transfer Error Stability

3*Large (350M) SP 2.249 0.04
muP 0.188 1.00
Adaptive 0.072 1.00

3*XXL (7B) Sp 9.556 0.00
muP 0.340 1.00
Adaptive 0.149 1.00
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Figure 1: Transfer error grows exponentially for SP but re-
mains controlled for muP and Adaptive Transfer.

3 RESULTS

3.1 Transfer Error

Table 1 and Figure 1 show that SP transfer error grows exponentially
with scale, while muP and Adaptive Transfer maintain bounded
errors. Adaptive Transfer achieves 56% lower error than muP at the
7B scale.

3.2 Training Stability

Figure 2 shows that SP training becomes completely unstable above
350M parameters. Both muP and Adaptive Transfer maintain 100%
stability across all scales.

3.3 Scaling Laws

Figure 3 confirms that optimal HPs follow power laws: n* oc w™
and ¢ o« w0, The Adaptive Transfer exponent (~0.8) is closest
to the empirical optimum (—0.85).
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4 DISCUSSION

The key insight is that depth matters for HP transfer. While muP
correctly identifies width as the primary scaling variable, real LLMs
also increase depth with scale. The Adaptive Transfer scheme ac-
counts for this by using a slightly flatter LR exponent (—0.8 vs
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Figure 2: Training stability (fraction of non-diverging runs)
across scales.
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Figure 3: Optimal LR and initialization follow power laws in
model width.
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—1.0) and adding weight decay scaling, resulting in more accurate
transfer to deep architectures.

5 CONCLUSION

Reliable HP transfer requires parametrization schemes that account
for both width and depth scaling. Our Adaptive Transfer method
achieves 56% lower transfer error than muP at 7B parameters with
100% training stability. These results provide a practical path toward
efficient HP optimization for large-scale LLM training.
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