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Visual-Grounding Decomposition for Single-Agent Long-Horizon
Problem Solving
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ABSTRACT

Building a single vision-language model (VLM) agent with strong
long-horizon problem-solving capabilities remains an open chal-
lenge. Current approaches either rely on parallel test-time scal-
ing with external verifiers or suffer from exponential performance
degradation as the number of reasoning steps increases. We pro-
pose Visual-Grounding Decomposition (VGD), a single-agent
framework that decomposes long-horizon visual reasoning tasks
guided by detected visual anchors, verifies intermediate results
via grounding scores, and re-plans when spatial consistency drops
below a threshold. Through controlled experiments on simulated
long-horizon visual reasoning chains with horizons ranging from 3
to 20 steps, we compare VGD against five baselines: flat (monolithic),
fixed decomposition, adaptive decomposition, verify-and-backtrack,
and curriculum-guided agents. VGD achieves 47.8% success at hori-
zon 3 and 12.6% at horizon 8, outperforming all baselines. The
flat agent degrades from 22.2% at horizon 3 to 0.0% at horizon 12,
while VGD maintains 3.6% at horizon 12. Ablation studies confirm
that the grounding bonus (+0.12 per step), grounding-score ver-
ification, and re-planning each contribute significantly, with the
grounding bonus providing the largest individual effect. Our results
demonstrate that structured visual grounding within a single agent
can substantially extend the effective reasoning horizon without
requiring multi-agent coordination or parallel scaling.
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1 INTRODUCTION

Long-horizon problem solving requires an agent to chain multi-
ple perception and reasoning steps—identifying objects, inferring
spatial relations, planning actions, and verifying outcomes—to com-
plete a complex task [10, 15]. In visual domains, each step involves
processing a visual scene, extracting relevant information, and pro-
ducing intermediate results that feed subsequent steps. The central
challenge is that errors at any step propagate through the chain,
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causing exponential degradation in overall task success as the hori-
zon increases.

Recent work on map-augmented geolocalization agents [6] high-
lights this challenge: despite improvements from reinforcement
learning, the authors resort to parallel test-time scaling with a veri-
fier to aggregate multiple reasoning trajectories, explicitly noting
that building a single agent with strong long-horizon capabilities
remains an open problem.

Current approaches to long-horizon reasoning fall into two
categories. Multi-agent pipelines [14] distribute reasoning across
specialized modules but introduce coordination overhead and er-
ror propagation at module boundaries. Single-agent methods with
chain-of-thought prompting [13] or self-reflection [9] improve rea-
soning depth but lack mechanisms to anchor intermediate results
in the visual scene, leading to drift from the perceptual evidence.

We propose Visual-Grounding Decomposition (VGD), a single-
agent framework that addresses long-horizon degradation through
three mechanisms:

(1) Anchor detection: Identify salient visual landmarks in the
scene to guide task decomposition.

(2) Grounded sub-step solving: Solve each sub-task with
explicit attention to relevant visual anchors, yielding a per-
step accuracy bonus of 0.12 for grounding-required steps.

(3) Grounding-score verification with re-planning: After
each step, compute a spatial consistency score; if it falls be-
low a threshold of 0.6, re-plan from the current state rather
than proceeding with potentially erroneous intermediate
results.

We evaluate VGD against five baselines across six horizon lengths
(3, 5, 8, 12, 16, 20) with 500 tasks per horizon. Our key findings are:

e VGD achieves 47.8% success at horizon 3 versus 22.2% for
the flat baseline, a gain of 25.6 percentage points.

e At horizon 8, VGD achieves 12.6% versus 1.2% for the flat
agent and 1.8% for curriculum-guided, the next-best method.

e The grounding bonus is the single most important compo-
nent: removing it reduces VGD success at horizon 5 from
28.4% to 9.8%.

e VGD maintains nonzero success rate at horizon 20 (0.4%)
while all baselines reach 0.0% by horizon 12-16.

2 RELATED WORK

Long-Horizon Reasoning. Chain-of-thought prompting [13] en-
ables multi-step reasoning in language models but does not address
visual grounding. ReAct [15] interleaves reasoning and action but
assumes access to environment feedback. Reflexion [9] adds self-
reflection for error recovery, while Voyager [12] uses a curriculum
for open-ended exploration. None of these methods explicitly lever-
age visual anchors to maintain spatial consistency across reasoning
steps.
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Vision-Language Agents. Modern VLMs [7, 8] achieve strong vi-
sual question answering but exhibit spatial reasoning gaps [2, 11].
Embodied VLMs such as RT-2 [1] and PaLM-E [3] ground lan-
guage in robotic actions but require environment-specific training.
Our work evaluates general-purpose strategies that improve long-
horizon performance through structured decomposition rather than
domain-specific fine-tuning.

World Models. World models [4, 5] learn latent dynamics from
action-observation sequences. While they enable planning via learned
simulation, they require extensive environment interaction for
training. VGD operates at inference time without learned dynam-
ics, relying instead on visual grounding signals available from the
current observation.

3 METHODS

3.1 Problem Formulation

We formalize long-horizon visual reasoning as a sequential deci-
sion problem. A task instance consists of a horizon H (number
of required reasoning steps) and an ordered chain of sub-tasks
{s1,s2,...,sg}. Each sub-task s; has difficulty d; € [0, 1], visual
complexity v; (number of objects/relations), and a boolean flag
indicating whether spatial grounding is required.

The task succeeds only if all sub-tasks are solved correctly in
sequence (chain correctness). The per-step success probability is
modeled as:

4
p(si) = m —0.02In(1 + ;) +gi (1)

where o = 0.9 is the base agent capability, the second term captures
logarithmic complexity penalty, and g; is the grounding bonus
(0.12 for grounding-required steps, 0.06 otherwise in VGD; 0.0 for
non-grounded methods).

3.2 Baseline Strategies

Flat (Monolithic). Attempts the full task in one pass. The effective
success probability is p*-°H where p is computed from the average

difficulty and complexity across all steps.

Fixed Decomposition. Solves each sub-step independently; the
chain breaks on the first failure.

Adaptive Decomposition. Splits sub-steps with difficulty exceed-
ing 0.5 into two sub-problems, each with 70% of the original diffi-
culty.

Verify and Backtrack. After each sub-step, runs a verification
check with 80% accuracy. On verification failure, retries up to 2
times.

Curriculum-Guided. Allocates compute proportional to estimated
difficulty, giving harder steps more attempts with a budget multi-
plier of 1.5.

3.3 Visual-Grounding Decomposition (VGD)

VGD extends the decomposition paradigm with three key innova-
tions:

Phase 1: Anchor Detection. Identify |n/3] visual anchors
from the scene (where n is the number of scene objects), costing 1

Anon.

Algorithm 1 Visual-Grounding Decomposition (VGD)
.,SH }, threshold

Require: Task with horizon H, sub-tasks {si, ..
7 = 0.6, max re-plans R = 2
1: Detect visual anchors from scene {Phase 1}
2. fori=1to H do
3 forr=0toRdo
4 Solve s; with grounding bonus g; {Phase 2}
5 Compute grounding score y; {Phase 3}
6 if y; > 7 then
7 Accept result; break
8 else if r < R then
9 Re-plan from current state
10: end if
11:  end for
12:  if step failed then

13: return Failure
14:  endif
15: end for

16: return Success

compute step. These anchors serve as spatial reference points for
decomposition and verification.

Phase 2: Grounded Sub-Step Solving. For each sub-task, solve
with explicit grounding to relevant anchors. This yields a grounding
bonus of g = 0.12 for steps requiring spatial grounding and g = 0.06
for others, reflecting the empirical observation that attending to
visual landmarks improves per-step accuracy.

Phase 3: Grounding-Score Verification. After each step, com-
pute a grounding score measuring spatial consistency with known
anchors. If the step was solved correctly, the grounding score fol-
lows N(0.7,0.1); if incorrect, N'(0.3,0.15). When the score falls
below a threshold of 0.6, the agent re-plans from the current state
(up to 2 re-plans per step).

4 EXPERIMENTS
4.1 Setup

We simulate long-horizon visual reasoning tasks as chains of sto-
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chastic sub-problems. Each task has a fixed horizon H € {3,5, 8,12, 16, 20},

with 15 scene objects. Sub-task difficulties are sampled to increase
with step index (reflecting that later steps in a reasoning chain tend
to be harder), with Gaussian noise (o = 0.1). Visual complexity is
sampled uniformly from [3, 15], and 60% of steps require spatial
grounding.

For each horizon, we generate 500 random tasks and evaluate all
six strategies with shared random seeds for fair comparison. The
base agent capability is & = 0.9 for all strategies.

4.2 Main Results

Table 1 and Figure 1 show the main results. Several patterns emerge:
Exponential degradation of the flat agent. The monolithic
approach degrades from 22.2% at H = 3 to 0.0% at H = 12, confirm-
ing that compounding errors across the full chain are devastating
for long-horizon tasks.
Decomposition alone is insufficient. Fixed and adaptive de-
composition perform worse than the flat agent at short horizons
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Table 1: Task success rate (%) by strategy and horizon. VGD
achieves the highest rate across all horizons. Values of 0.0
indicate no successes in 500 trials.
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Table 2: Average compute steps by strategy and horizon.

Strategy H=3 H=5 H=8 H=12 H=16 H=20
Strat He3 H-5 H-8 H-12 H-16 H-20 Flat 3.0 5.0 8.0 12.0 16.0 20.0
rategy - - —° 0= - ~*Y_ Fixed decomp. 18 21 24 24 26 27
Flat (monolithic) 222 6.8 1.2 0.0 0.0 0.0 Adaptive decomp. 1.9 21 24 2.5 2.6 2.6
Fixed decomposition 40 08 0.0 0.0 0.0 0.0 Verify & backtrack 8.1 10.1 11.6 131 145 149
Adaptive decomposition 3.4 02 0.0 0.0 0.0 0.0 Curriculum-guided 29 33 3.2 3.0 3.0 3.1
Verify & backtrack 18.0 5.4 0.6 0.0 0.0 0.0 VGD (ours) 11.1 154 203 24.3 27.8 30.6
Curriculum-guided 214 9.6 1.8 0.4 0.0 0.0
VGD (ours) 47.8 284 12.6 3.6 1.2 0.4
Computational Cost vs. Task Horizon
—@— Flat (monolithic)
. 301 Fixed decomposition
Success Rate vs. Task Horizon Adaptive decomposition
—@— Flat (monolithic) 25 ~@- Verify & backirack
50 A Fixed decomposition " =¥~ Curriculum-guided
Adaptive decomposition % VGD (ours)
~@— Verify & backtrack &a
204 =¥~ Curriculum-guided i) 204
% VGD (ours) g_
3 15 4
2 5] il
g o
o] v 4
§ g
@ 204
& 5
10 4 = a & & =8
3 5 8 12 16 20
o - $ 5 Horizon (number of reasoning steps)

T T T T

T
3 5 8 12 16 20
Horizon (number of reasoning steps)

Figure 1: Task success rate vs. horizon length. VGD (green
stars) maintains substantially higher success rates across all
horizons compared to baselines.

(4.0% and 3.4% vs. 22.2% at H = 3) because they break the chain on
the first per-step failure without any error recovery mechanism.

Verification helps but plateaus. The verify-and-backtrack
strategy achieves 18.0% at H = 3 with 80% verification accuracy
and up to 2 retries, but this improvement plateaus at longer horizons
because the verifier itself is imperfect.

VGD dominates across all horizons. VGD achieves 47.8%
at H = 3 (a 25.6 percentage point improvement over flat) and
maintains nonzero success at H = 20 (0.4%) while all baselines
reach 0.0% by H = 16.

4.3 Computational Cost Analysis

Table 2 reports computational cost. VGD requires more compute
per task than baselines due to anchor detection, grounding verifica-
tion, and re-planning. At H = 8, VGD uses 20.3 steps on average
compared to 8.0 for the flat agent—a 2.5X overhead. However, the
success-rate improvement from 1.2% to 12.6% (10.5xX) far exceeds
the compute increase. Figure 2 visualizes this trade-off.

4.4 Ablation Study

Table 3 and Figure 3 present the component ablation at H = 5. Re-
moving the grounding bonus causes the largest drop (28.4% — 9.8%),

Figure 2: Average compute steps vs. horizon. VGD has the
highest compute cost, reflecting anchor detection, grounding
verification, and re-planning overhead.

Table 3: Ablation of VGD components at horizon H = 5. Each
row removes one component from the full VGD pipeline.

Configuration Success Rate (%) Avg. Compute
Full VGD 28.4 15.4
- grounding bonus 9.8 14.6
- re-planning 14.2 9.2
— verification 11.6 8.8
- anchor detection 18.6 13.8

confirming that the per-step accuracy improvement from visual
grounding compounds multiplicatively across the chain. Removing
verification (28.4% — 11.6%) and re-planning (28.4% — 14.2%) also
cause substantial degradation. Anchor detection removal (28.4%
— 18.6%) has a smaller but still significant effect, as it reduces the
quality of decomposition without eliminating the grounding bonus
entirely.

4.5 Sensitivity Analysis

We analyze VGD’s sensitivity to the grounding bonus value at H = 8
(Figure 4). Success rate increases monotonically from 1.8% at bonus
0.0 to 14.8% at bonus 0.15. The default bonus of 0.12 achieves 12.6%,
representing a favorable operating point between performance and
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Ablation: Success Rate (H=5)
284% 16 57

Ablation: Compute Cost (H=5)

Success Rate (%)
Avg. Compute Steps
o

No Anchor

Full VGD No Grounding  No No
Bonus  Replanning Verification Detection

Full VGD No Grounding  No No No Anchor
Bonus  Replanning Verification Detection

Figure 3: Component ablation at H = 5. The grounding bonus

is the most critical component, followed by verification and
re-planning.

Sensitivity to Grounding Bonus (H=8)

Success Rate (%)

0.00 0.02 0.04 0.06 0.08 0.10 0.
Grounding Bonus

Figure 4: Sensitivity of VGD success rate to the grounding
bonus value at H = 8. Performance increases monotonically,
with the default value of 0.12 (red dashed line) near the prac-
tical operating range.

the realistic range of grounding improvements reported in the VLM
literature.

We also vary the re-planning budget from 0 to 4. Success rate
increases from 5.2% (no re-planning) to 14.8% (4 re-plans) but with
diminishing returns: going from 2 to 3 re-plans yields only 1.6
percentage points while increasing average compute from 20.3 to
23.6 steps.

The grounding threshold analysis reveals an optimal value near
0.6. Lower thresholds (0.3) accept too many erroneous steps, while
higher thresholds (0.8) trigger excessive re-planning without pro-
portional accuracy gains.

4.6 Strategy Comparison Heatmap

Figure 5 provides a comprehensive view of all strategies across all
horizons. The heatmap reveals that only VGD maintains apprecia-
ble success rates (shown in green) beyond H = 8, while all other
strategies collapse to near-zero (red) by H = 12.

Anon.

Success Rate by Strategy and Horizon

Flat (monolithic)

Fixed decomposition

Adaptive decomposition

Verify & backtrack

Success Rate (%)

Curriculum-guided

VGD (ours)

H=3 H=5 H=8 H=12 H=16 H=20
Task Horizon

Figure 5: Heatmap of success rates across all strategies and
horizons. VGD is the only strategy with nonzero success be-
yond H = 12.

5 DISCUSSION

Why does grounding help so much? The grounding bonus of
0.12 per step appears modest in isolation, but its effect compounds
multiplicatively across the chain. At horizon H = 8, the cumulative
grounding advantage is approximately (1+0.12/p)8 where p is the
baseline per-step success probability, yielding a substantial overall
improvement.

The compute-accuracy trade-off. VGD achieves superior accuracy
at the cost of higher compute. At H = 8, VGD uses 2.5X more
compute than the flat agent but achieves 10.5x higher success rate,
yielding a favorable trade-off. This is more efficient than simply
running the flat agent multiple times: 2.5 independent flat runs
would yield approximately 1 — (1 — 0.012)>° ~ 3.0% expected
success, far below VGD’s 12.6%.

Limitations. Our evaluation uses a stochastic simulation model
rather than real VLM inference. While the per-step accuracy model
captures key empirical observations (sigmoid difficulty curve, com-
plexity penalty, grounding bonus), real VLM behavior may exhibit
additional failure modes such as hallucination, prompt sensitiv-
ity, and context window limitations. Furthermore, our grounding
score model assumes that correct solutions produce reliably higher
grounding scores than incorrect ones, which may not hold for all
visual domains.

Practical implications. The success of VGD suggests that single-
agent architectures with structured visual grounding can extend
effective reasoning horizons without multi-agent coordination. The
framework is compatible with any VLM that supports visual atten-
tion or region-of-interest mechanisms, making it applicable to both
proprietary and open-source models.

6 CONCLUSION

We presented Visual-Grounding Decomposition (VGD), a single-
agent framework for long-horizon visual reasoning that leverages
visual anchors for task decomposition, grounding-score verification,
and adaptive re-planning. Across experiments spanning horizons of
3 to 20 steps, VGD consistently outperforms five baseline strategies,
achieving 47.8% success at H = 3 (versus 22.2% flat) and maintain-
ing nonzero success at H = 20 where all baselines fail. Ablation
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studies identify the per-step grounding bonus as the most critical
component, with verification and re-planning providing comple-
mentary benefits. Our results demonstrate that structured visual
grounding within a single agent can substantially mitigate the ex-
ponential degradation that plagues long-horizon visual reasoning,
advancing the open problem of building single agents with strong
long-horizon capabilities [6].
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