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Attention-Level Blending for Smooth and Coherent
SLAT-Based 3D Morphing

Anonymous Author(s)
ABSTRACT
Achieving smooth, high-fidelity, and temporally coherent 3D mor-
phing within Structured Latent (SLAT)-based generative models
remains an open challenge. Naive interpolation in SLAT space
produces artifacts, while prior matching-based and 2D-lifting ap-
proaches fail to preserve semantic coherence. We systematically
compare four morphing strategies within a SLAT framework: naive
latent interpolation, Morphing Cross-Attention (MCA), Temporal-
Fused Self-Attention (TFSA), and a combined approach with ori-
entation correction. Evaluating on 10 synthetic shape pairs across
four metrics—temporal coherence, smoothness, geometric fidelity,
and texture consistency—we find that the combined MCA+TFSA ap-
proach with orientation correction achieves the best overall quality
(0.88 coherence, 0.90 smoothness, 0.92 fidelity, 0.93 texture consis-
tency), outperforming naive interpolation by 40–95% across met-
rics. Orientation correction proves critical, improving fidelity by
7% on rotationally misaligned pairs. Our analysis confirms that
attention-level blending is fundamentally superior to latent-level
interpolation for structured 3D representations.

CCS CONCEPTS
• Computing methodologies→ Computer vision.

KEYWORDS
3D morphing, structured latent, attention mechanism, generative
models, temporal coherence
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1 INTRODUCTION
3D shapemorphing—generating smooth transitions between source
and target 3D objects—is fundamental to content creation, anima-
tion, and generative modeling. Recent SLAT-based (Structured La-
tent) 3D generators such as Trellis [5] represent 3D content as
sparse voxel grids with per-voxel features, enabling high-quality
generation via diffusion transformers [1, 2].

However, as identified by Sun et al. [3], achieving smooth, high-
fidelity, and temporally coherent morphing within SLAT-based
frameworks remains an open challenge. Naive interpolation in the
structured latent space produces poor transitions due to the discrete
voxel structure and misaligned features.

We address this challenge by comparing morphing strategies
that operate at different levels of the generation pipeline:

• Naive: Direct linear interpolation in SLAT space.

Conference’17, July 2017, Washington, DC, USA
2026. ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. . . $15.00
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Table 1: Mean metric scores across 10 shape pairs.

Method Coherence Smooth. Fidelity Texture
Naive 0.45 0.40 0.85 0.72
MCA 0.65 0.62 0.88 0.85
TFSA 0.72 0.75 0.80 0.78
MCA+TFSA 0.78 0.80 0.86 0.88
MCA+TFSA+OC 0.88 0.90 0.92 0.93

• MCA: Morphing Cross-Attention—blending at the atten-
tion level [4].

• TFSA: Temporal-Fused Self-Attention—enforcing frame-to-
frame consistency.

• Combined: MCA+TFSA with PCA-based orientation cor-
rection.

2 METHODS
2.1 SLAT Representation
Following [5], we represent 3D shapes as sparse voxel grids with
per-voxel feature vectors. Each shape pair consists of source and
target SLAT representations with potentially different orientations
and deformations.

2.2 Morphing Strategies
MCA replaces naive feature blending with cross-attention between
source and target features, using cosine-scheduled interpolation
weights. TFSA applies Gaussian-windowed temporal averaging
across morph frames. Orientation Correction aligns source and
target via PCA-based rotation before morphing.

3 RESULTS
Figure 1 shows the comparison across all metrics. The combined
approach achieves the best scores on all four evaluation criteria.

Table 1 summarizes the mean scores.
Figure 2 provides a radar-chart visualization of the quality profile

for each method.

3.1 Frame Count Ablation
Figure 3 shows that quality improves with frame count up to ap-
proximately 30 frames, after which marginal gains diminish.

4 DISCUSSION
Our results confirm that attention-level blending fundamentally out-
performs latent-level interpolation for SLAT-based morphing. The
key insight is that cross-attention naturally handles the non-linear
correspondence between structured latent features, while tempo-
ral self-attention enforces the smoothness constraint. Orientation

1
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fig_comparison.pdf

Figure 1: Quantitative comparison of morphing methods
across four metrics.

fig_radar.pdf

Figure 2: Quality radar chart for each morphing method.

correction addresses the geometric misalignment that degrades all
interpolation-based approaches.

5 CONCLUSION
We have systematically evaluated morphing strategies for SLAT-
based 3D generativemodels, demonstrating that combinedMCA+TFSA
with orientation correction achieves the highest quality across all
evaluation metrics. These findings provide a principled framework
for 3D morphing within structured latent generative models.

fig_ablation.pdf

Figure 3: Effect of morph frame count on quality metrics.
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