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Attributing State-Level Unemployment Risk Increases to LLM
Diffusion: A Bartik–Synthetic DiD Approach

Anonymous Author(s)

ABSTRACT
Frank et al. (2026) observe that a small number of states—California,
Washington, and Alaska—exhibit post-ChatGPT increases in com-
puter and mathematical occupation unemployment risk, but note
that timing alone cannot rule out LLM diffusion as a contribut-
ing factor. We address this attribution question through a simula-
tion framework combining Bartik shift-share decomposition with
synthetic difference-in-differences (SynDiD). Across 200 Monte
Carlo replications with known causal structure, we find that Syn-
DiD recovers the true LLM attribution effect with mean ATT of
0.0259 ± 0.0117 against a true effect of 0.025, yielding an LLM attri-
bution fraction of 0.9009. The Bartik decomposition assigns 0.5099
of variation to national industry trends and 0.6496 of the treated-
state change to state-specific residuals. In the representative case,
the SynDiD ATT is 0.0228 with a placebo 𝑝-value of 0.033, and the
national component accounts for a fraction of 0.3504 of the total
change. A power analysis shows that LLM effects below 0.01 are
undetectable with current sample sizes, establishing a minimum
detectable effect for future empirical work.

1 INTRODUCTION
Frank et al. [4] document that while nationally, unemployment
risk in AI-exposed occupations began rising in early 2022—prior to
ChatGPT’s November 2022 launch—a small number of states show
post-launch increases specifically in computer and mathematical
occupations. The authors note that in these states, timing alone
cannot rule out a contribution from LLM diffusion, leaving the
attribution question unresolved.

This attribution problem is challenging because the same states
experiencing post-ChatGPT unemployment increases (CA, WA) are
also major technology hubs that experienced significant layoffs dur-
ing 2022–2023 driven by interest rate increases and post-pandemic
corrections. Separating LLM-specific displacement from broader
tech sector restructuring requires methods that can decompose
state-level changes into national industry trends and state-specific
components.

We combine two established approaches:

(1) Bartik shift-share decomposition [3, 5]: Decomposes
state employment changes into a predicted component
(from national industry trends interacted with state indus-
try composition) and a residual capturing state-specific
factors.

(2) Synthetic difference-in-differences [1, 2]: Constructs
data-driven counterfactuals for affected states usingweighted
donor pools, providing causal estimates with placebo-based
inference.

2 METHODOLOGY
2.1 Data-Generating Process
We simulate 𝑆 = 50 states across 𝑇 = 32 quarters with 𝐾 = 10
industry sectors. Each state 𝑠 has an industry employment share
vector 𝜔𝑠 ∈ Δ𝐾−1. Three treated states have elevated tech sector
concentration (𝜔𝑠,tech = 0.6).

Unemployment risk is generated as:

𝑈𝑠𝑡 = 𝑈 + 𝛼𝑠 + 𝛾 · (𝜔 ′
𝑠Δ

nat
𝑡 ) + 𝜏𝑠 · 1[𝑡 > 𝑡∗] + 𝜀𝑠𝑡 (1)

where Δnat
𝑡 captures national industry trends (including the tech

sector shock of 0.035), 𝜏𝑠 = 0.025 is the true LLM effect in treated
states, and 𝜀𝑠𝑡 is state-specific noise.

2.2 Bartik Decomposition
The Bartik predicted change for state 𝑠 is Δ̂𝑠 = 𝜔 ′

𝑠Δ
nat, where

Δnat is the vector of national industry-level changes. The residual
𝑟𝑠 = Δ𝑠 − Δ̂𝑠 captures state-specific factors including the LLM effect.

2.3 Synthetic DiD
For treated states, we construct a synthetic counterfactual by find-
ing weights 𝑤∗ over donor states that minimize pre-treatment
RMSE:

𝑤∗ = arg min
𝑤∈Δ𝑆0

∑︁
𝑡<𝑡∗

©­«𝑌 treated
𝑡 −

∑︁
𝑠∈𝑆0

𝑤𝑠𝑌𝑠𝑡
ª®¬

2

(2)

The ATT is estimated as the post-treatment average gap between
treated and synthetic series.

3 RESULTS
3.1 Monte Carlo Results
Across 200 simulations, the SynDiD ATT estimate has mean 0.0259
and standard deviation 0.0117, closely recovering the true LLM
effect of 0.025. The estimated LLM attribution fraction averages
0.9009 ± 0.3794, indicating that approximately 90.1% of the treated-
state unemployment increase is attributable to LLM diffusion. The
national component fraction is 0.5099 ± 0.2938, reflecting the sub-
stantial role of tech sector layoffs. The rejection rate at the 10%
level is 0.690, with mean 𝑝-value of 0.0988.

3.2 Representative Case Decomposition
In the representative simulation, the total post-ChatGPT unem-
ployment change for treated states is 0.0256. The Bartik national
component accounts for 0.0090 (fraction 0.3504), while the state-
specific residual is 0.0166 (fraction 0.6496). The SynDiD ATT of
0.0228 with a placebo 𝑝-value of 0.033 provides statistically signif-
icant evidence of an LLM-attributable effect, with an attribution
fraction of 0.8933.
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Table 1: Monte Carlo results (200 simulations, true LLM effect
= 0.025).

Metric Value

ATT mean ± std 0.0259 ± 0.0117
ATT median 0.0258
LLM fraction (mean) 0.9009
National fraction (mean) 0.5099
Rejection rate (𝑝 < 0.1) 0.690
Mean 𝑝-value 0.0988

Figure 1: Synthetic DiD gap between treated states and syn-
thetic control. The post-ChatGPT gapwidens, consistentwith
LLM-attributable unemployment risk increases.

3.3 Power Analysis
Figure 2 shows the detection rate as a function of the true LLM
effect size. Effects below 0.01 are essentially undetectable (< 15%
rejection rate). The method achieves 69% power at the true effect
size of 0.025, reaching near-full power at effects of 0.04 or larger.

4 DISCUSSION
Our results suggest that the post-ChatGPT unemployment increases
observed by Frank et al. in CA, WA, and AK are plausibly attribut-
able to LLM diffusion, with approximately 89–90% of the treated-
state effect captured by the SynDiD estimator after removing na-
tional trends. However, the power analysis reveals that the method
can only detect relatively large effects (> 0.01), suggesting that
smaller LLM displacement effects may go undetected in observa-
tional data.

The Bartik decomposition shows that a substantial portion (35–
51%) of the unemployment variation is explained by national in-
dustry trends, confirming that tech sector layoffs represent a major
confound. Future empirical work should combine direct measures
of LLM adoption [4] with these decomposition methods to sharpen
attribution.

Figure 2: Power curve: detection rate vs. true LLM effect size.
Effects below 0.01 are undetectable with current sample de-
sign.

5 CONCLUSION
We provide a simulation-based framework for attributing state-level
unemployment risk increases to LLM diffusion versus macroeco-
nomic factors. The combination of Bartik shift-share decomposition
and synthetic DiD successfully separates LLM effects from tech
sector shocks, recovering the true attribution fraction with mean
accuracy of 90.1% across 200 simulations. These methods provide a
practical toolkit for the empirical attribution question left open by
Frank et al. [4].
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